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PL-Guard Benchmark F1 differences

HerBERT narrows the gap with much larger Liama models — size isn’t
everything in safety.
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aligned to Liama Guard taxonomy Figure 1: F1 score difference between the HerBERT and Liama-Guard-3-8B in ifs best

configuration for macro F1 categories.

Provide mimic realistic noise: altered diacritics, keyboard typos, optical character

i , A , , , When attacked with messy Polish text, HerBERT keeps its cool — Llama models
recognition (OCR) errors, and various characterlevel modifications (including deletions,

iInsertions, swaps, and substitutions stumble.
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Figure 2. Performance drop between PL-Guard and PL-Guard-Adversarial (x-axis) when
compared to absolutemacro Fl-score on PL-Guard-Adversarial for safety detection (y-axis).

F1 per risk category

HerBERT's safety radar is balanced — not just good at one risk, but solid

across all.
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Experiment setup

Let’'s compare Encoder and Decoder architectures!

1.0 Model
M Llama-Guard-3-8B
m Llama-PLLuM-8B-base
s HerBERT

Llama-Guard-3-8B: Fine-tuned Liama-Guard-3-8B-ext.! for Polish safety

classification.
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Liama-PLLuM-8B-base: Polish-specialized Liama 8B -Liama-PLLUM-8B-base?,

Fl-score
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further fine-tuned for safety.

HerBERT-base-cased: Polish BERT derivative - herbert-base-cased?, fine-tuned for - |
LiamaGuard taxonomy. . Iil Ii %i »
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Figure 3. Performance drop between PL-Guard and PL-Guard-Adyv divided by safety categories
across frained models. Solid-colored bars represent macro F1 scores on the original PL-Guard
dataset, while the corresponding hatched bars indicate the performance drop or gain under
adversarial conditioned measured on PL-Guard-Adv.

Conclusions

Model Name Training data F1 score (safety) F1-score (categories)

PLG PLG-ADV PLG PLG-ADV
Liama-Guard-3-8B PLG 0.889 0.782 0.563 0.507 e HerBERT delivers top-tier safety performance — matching Lliama-Guard-3-8B on
PLG + WG 0.886 0.789 0.575 0.511 binary classification.
PLG + WG + PG 0.938 0.814 0.485 0.489 e Under adversarial ’res’ring: HerBERT outperforms oII.LIo.mo—s’rer models.
TH e PPLF O P 0815 071 0181 0140 e HerBERT's performance difference across categories is stable.
PLG + WG 0.891 0.794 0.297 0.336
HerBERT PLG 0.927 == 0.913 0.534 0.503 ] .
PLG + WG 0.931 0.901 0.513 0.528 E - E E ﬁ‘;’. E
PLG + WG + PG 0.935 0879  0.863 0.599 Benchmark: & g HerBERT model:  Nr-adqWay-
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